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The  3rd  generation  Medium  Manganese  (MMn)
Steel has attracted the attention of  the automotive
industry  due  to  its  unique  mechanical  properties,
which  help  reduce  automobile  weight,  improve
performance  and  decrease  CO2 emissions.
However, the phase composition and microstructural
properties  of  these  steel  varieties  have  not  been
thoroughly  investigated,  thus  application  of
transmission  electron  microscopy  (TEM)  and  prior
focused  ion  beam  (FIB)  sample  preparation  are
promising techniques. 

In  this  study  electron  energy  loss  spectroscopy
(EELS)  was  applied  to  an  MMn steel  samples  in
order to reveal the local atomic environments of Fe
and Mn centered species, remove sample thickness
effects and estimate Mn/Fe structural geometries on
grain boundaries. The study was conducted using a
Spectra  300  microscope  for  sample  rastering.
Initially,  the  data  complexity  hindered  the  clear
differentiation of various phases. 

To  enhance  clarity,  we  applied  and  compared
different  unsupervised  denoising  techniques.  The
noise2void  network  [1]  can  be  trained  to  remove
noise  without  needing  ground  truth  data.  We
compare the result with other neural networks such
as pn2v [2] and HDN [3]. Additionally, the results is
compared with an auto-encoder network [4], trained
to compress each spectra into a lower dimensional
space, leading to a denoised signal.

As shown in Figure 1, after applying an advanced
denoising  technique  to  the  EELS  spectra
significantly increased the data quality, allowing for a
more precise analysis.

This project has received funding from the European
Union’s Research Fund for Coal and Steel (RFCS):
project  num.  101112540.  This  document  reflects
only  Sup3rForm  consortium  view  and  neither  the
European Commission or any associated parties are
responsible  for  any use that  may be made of  the
information  it  contains.  This  study  is  part  of  the

Advanced Materials programme and was supported
by  MCIN  with  funding  from  European  Union
NextGenerationEU  (PRTR-C17.I1)  and  by
Generalitat de Catalunya.

References

[1] A.  Krull,  T.  Buchholz,  F.  Jug,   IEEE/CVF
Conference  on  Computer  Vision  and  Pattern
Recognition (CVPR) (2019) 2124-2132

[2] A. Krull, T. Vičar, M. Prakash, M. Lalit, F. Jug,
Frontiers in Computer Science, 2 (2020)

[3] M.  Prakash,  M.  Delbracio,  P.  Milanfar  and F.
Jug,  International  Conference  on  Learning
Representations (2022)

[4] P.  Vincent,  H.  Larochelle,  Y.  Bengioa and P.
Manzagol, Proceedings of the 25th International
Conference on Machine Learning (2008), 1096-
1103

Figures

Figure 1: Fig 1. Map of edge jump for Iron L3-edge with
and without application of denoising by an auto-
encoder.


