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Finding new materials with suitable properties 
has been a challenging task due to 
computational and experimental costs. Inverse 
design approaches enable the establishment of 
a property-to-structure model, rather than the 
traditional structure-to-property model 
development. Such approaches can surpass 
traditional funnel-like materials screening 
methods and facilitate the computational 
discovery of next-generation materials. In this 
talk, we will explore the application of graph 
neural networks and the recently popular large 
language models to the forward and inverse 
design of materials, specifically 
semiconductors and superconductors. We will 
compare and understand the strengths and 
limitations of these approaches. The materials 
predicted by inverse models are further 
validated using density functional theory before 
experimental synthesis and characterization. 
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Figure 1. Schematic overview of forward and inverse 
materials design. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


